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Definition of template

• Parametric configuration of parallel activities computing a 
well known parallel pattern

• configuration: precise pattern of parallel activities

• parallel activities: processes, threads, co-processor 
activities (e.g. GPU)

• computing a well known pattern: definitely bound to the 
pattern (skeleton, design pattern, ...) 

• parametric: 

• parallelism degree, “worker” code, policies (scheduling, 
security, fault tolerance, ...)  
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Definition of template (cont’d)

• with its own performance model provided

• performance model:

• either throughput or latency or both

• defined in terms of the performance models of the 
parameters

• defined in terms of basic architectural parameters

• usually approximated

• gives a rough idea of the actual performance to be achieved

• simple (must be used at run time)  
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Template usage

• In a template based structured parallel programming 
environment

• parsing of the program → skeleton tree

• ∀ skeleton: map skeleton to a template

• composition of the chosen templates

• optimization of the template composition

• target architecture code generation

• E.g. in: P3L (anacleto, SkIE, ASSIST), Muesli, eSkel, SkeTo, ... 
(all but Lithium, muskel, Skipper, Calcium)
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Template usage (parsing)

• Two alternatives

• declarative approach

• traditional parsing → <abstract syntax, code parameters>

• library approach

• skletons ≈ library calls

• library code builds skeleton template

• Clearly

• declarative approach can be a much more efficient solution 

• library approach + JIT ⇒ comparable results
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Sample declarative syntax (P3L)
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Sample library style (muskel) 
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Template (skeleton to template map)

• alternative possibilities 

• to be analyzed 

• analysis in insulation often does not lead to good results
• analysis in toto requires post processing of the mapping 

(with backtracking)

• alternatives from parameter fixing

• e.g. policies

• alternatives from completely different templates

• disappearing due to architecture targetting

• e.g. multithreaded pattern on COW/NOW/Grid
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Sample template assigment
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Template (composition)

• Alternatives: 

• composition through universal connectors

• e.g. all templates have a single in-chan & out-chan

• composition through context dependent adaptors

• e.g. map template after map template

• adaptor → remove gather+distribute again

• known sample in the past

• optimization of consecutive FORALL in HPF (late ’90)
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HPF forall 
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Template (composition optim)

• Needed in case of universal connectors

• pipe(farm,farm)

• collapse collector of the first farm and emitter of the 
second one

• communications in memory 
rather than actual inter PE communications

• Can be used also when context dependent adaptors are used

• to post-fix details 

• map after map → change the computation schema of the 
first map to accomplish distribution needed in the second
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Template (code generation)

• two phase process

• template code generated out of the templates 

• ∀ target architecture needs a template code library

• template code specialization and assembly

• requires global optimization as usual in code generation

• e.g. 

• template code in HLL (e.g. C, C++) 

• target code with plain gcc -Ox of the template code
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Performance model

• Already covered in previous part(s) of this course

• Performance model is needed

• to assess regular progress of the parallel computation 

• at run time

• to devise suitable parallelism degree in templates

• at compile / deploy time
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Performance model (2)

• Exact performance models

• should take into account a lot of parameters concerning

• parallel target machine, processors, memory, application 
parameters, etc. 

• are complicate to compute

• small errors can lead to completely wrong decisions

• both at compile and at run time

• in general are complicate to compute

• several distinct probes + complex formulas
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Performance model (2)

• Approximate performance models

• easier to devise and compute

• approximate enough to lead to reasonable results

• at run time as well as at compile / deployment time

• Usually derived

• separating phases and applying pipeline results

• balance performance among stages

• evaluating parallel phases according to the farm models

• devise the most suitable parallelism degree
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Performance model (3)

• Different according to the measure taken into account

• throughput

• minimize stage service time

• latency

• minimize stage latency
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Template design principles (1 of 3)

• Separation of concerns

• in a template: 

• data distribution/collection

• code deployment

• parallel activity computations

• all require dedicated and peculiar techniques

• to improve efficiency

• to exploit target architecture features
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Template design principles (2 of 3)

• existing knowledge re-usage

• technology 

• e.g. MPI, RMI, ...

• e.g. non linear broadcast algorithms, ... 

• theoretical

• e.g. transformation rules (map(pipe) = pipe(map))

• this is suggested and needed

• to avoid duplicate work and effort

• to compare with state-of-the-art solutions
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Template design principles (3 of 3)

• template engineering

• usage of software engineering techniques

• template design

• requirement analysis, specification, ... 

• design pattern exploitation

• façade, factory, ... 

• verification & validation of the results 

• full V&V → hard !

• testing can be performed much more simply (JUnit)
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Separation of concerns: sample (A)

• Data distribution

• a number of independent activities to be performed at a 
number of remote machines

• each independent activity needs a partition of the input data

• Impact of the interconnection network

• broadcast media (Ethernet-like)

• 1 communication at a time involving any of the PEs

• linear partition distribution time

• Emitter schedules partitions to all the Workers
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Separation of concerns: sample (A.2)
• torus (e.g. Intel 80 core chip, 

Tilera Tile64)

• any number of independent 
communication not involving 
the same PEs (cores)

• linear partition distribution

• systolic “train” of packets 
through workers, then compute

• fat tree (e.g. QSW networks)

• several independent comms along the tree

• log partition distribution
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Separation of concerns: sample (A.3)

• Distribution strategies are independent of the way used to 
compute in parallel 

• Not actually independent on the collection strategy possibly 
needed to deliver final results

• therefore 

• should be analyzed and implemented independently

• to increase efficiency

• to exploit target architecture features
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Separation of concerns: sample (B) 

• Code deployment

• usually target nodes are not dedicated

• code to be executed is to be deployed each time

• Several optimizations here

• broadcasting techniques

• improves efficiency (with Ethernet O(1) vs. O(nw) !)

• code caching

• improves efficiency of re-running code

• provided an adequate amount of main store is available 
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Existing knowledge re-usage: sample (A)

• Scheduling tasks to workers 

• round robin (Wi takes i, i+nw, i+2nw, ...) 

• static scheduling very effective if: 

• same length tasks (→ load balancing)

• effective buffering (→communication hiding)

• very inefficient

• in presence of variable length tasks

• burst of “long” tasks at the end of Wi 
→ greatly impair efficiency
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Existing knowledge re-usage: sample (A.1)

• auto scheduling

• Wi asks task when idle

• dynamic scheduling

• perfect load balancing

• inefficient in masking communications

• auto scheduling with pre-fecth

• Wi asks task while computing previous task

• slightly poorer load balancing

• quite efficient communication hiding
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Knowledge re-usage: sample (B)

• Communications on a broadcast network

• Communication grouping

• many small data items to be sent to the same dest PE

• 1 single communication vs. n communications
→ greatly improves efficiency

• can be used when delivering results to the collector in a map

• all results needed before being delivered onto collector 
output stream

• needs mechanisms to assess termination (send anyway 
on End-Of-Stream)
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Knowledge re-usage: sample (B.1)

• Immediate communications

• Nagle algorithm in TCP/IP actually groups small packets

• needs to be disabled in certain cases 

• e.g. telnet

• e.g. when synchronization messages are involved

• immediate delivery is needed

• otherwise computation timing may be impaired
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Template engineering sample (A)

• Template code implemented through a façade pattern

• decouple physical implementation from interface

• allows the template to be used in several different contexts
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Template engineering sample (B)

• Extreme programming techniques 

• used in well known, different (w.r.t.
structured parallel programming)
contexts

• some techniques may be inherited

• e.g. Unit tests

• each time you produce a class

• you must produce also the unit test code

• i.e. the code verifying the class is working as 
expected
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Template engineering sample (B)

• Extreme programming techniques 

• used in well known, different (w.r.t.
structured parallel programming)
contexts

• some techniques may be inherited

• e.g. Unit tests

• each time you produce a class

• you must produce also the unit test code

• i.e. the code verifying the class is working as 
expected
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Template engineering sample (B.1)

• JUnit 
• package to support test development 
• and (multiple) test execution
• unit tests

• just test the single building blocks, not the overall 
behaviour of an application

• version 4. of JUnit
• class A
• class testA (@Test methods + assertTrue(expr))
• javac -cp JUnit.jar testA.java
• java -cp JUnit.jar JUnitCore testA

• gives results: pass, not passing test due to ... 
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Advanced techniques

• In general techniques related to non functional concerns

• non functional concern ≡ concerns impacting how the 
results are computed rather than what is being computed

• why advanced ?

• initially 

• compete with hand written code ⇒ performance was the 

only concern in addition to expressive power

• then 

• restrictions on parallel patterns used ⇒ possibility to 

improve other aspects / concerns
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Advanced techniques (2)

• In particular

• fault tolerance

• development of ad hoc techniques much more effective 
and less intrusive than traditional ones

• security

• confine of security to places where it is precisely needed 
to avoid extra (unnecessary) overhead

• green computing

• recent “must” keyword

• use watts only when actually needed
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Template: Fault tolerance

• Individuate the possible failures 

• evidenced due to the template structure

• Individuate the possible failure probes

• heartbeat, connections (closed), ... 

• Design feedback loop 

• probe failed → countermeasure

• Overall process efficiency improved due to the limited 
application field: the template
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Heartbeat technique

• Controller

• periodically queries the controlled entity

• e.g. sends a message and awaits an answer, pings the 
machine, calls a remote method/procedure, ... 

• Controlled

• sets up a procedure to “answer” heartbeat

• e.g. thread waiting for messages and sending answers, 
RMI/RPC server with predefined heartbeat methods, ... 

• individuates a general problem in connection

• remote resource problem or network problem
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TCP/IP connection

• try { 
    Socket s = new Socket(...);
    int ch = s.getInputStream().read(); 
    ... 
} catch (Exception e) {
   ... // handle problem with socket
}

• java.net.SocketException: Connection reset

• only with non buffered streams !!!

• individuates a general problem in connection

• remote resource problem or network problem
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Template: Fault tolerance (sample)

• map template

• worker failure

• probes 

• heart beat

• connection closed on the partition distribution channel

• countermeasure

• recruit new worker PE + deploy code + distribute partition

• possible if and only if

• “lost” partition was saved on the emitter
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Template: Fault tolerance (sample 2)

• Otherwise (classical approach)

• checkpoint template at regular intervals 

• pb: what are checkpoint safe points in the code? 

• pb: fault safe checkpoint repository?

• probe fault

• stop computation

• recruit new resources

• restart from last checkpoint
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Template: Security

• Code securing & data securing

• communications 

• use proper protocols 

• storage

• use proper data format

• whenever subject to uncontrolled access

• when using public networks

• when leaving data on remote resource disks/storage
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Typical secure communication (SSL) 

• SSL protocol

• public key infrastructure used to negotiate a private session 
key

• private session key used to actually transfer data & code

• cost:

• negotiation phase: paid once and for all 

• cyphering with private session key (paid at each send)

• de-cyphering with private session key (paid at each receive)
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Pipelined communication securing

• sending process has a companion cyphering process on a 
node connected through a secure network link

• receiving process has a companion de-cyphering process on a 
node connected through a secure network link 

• securing and un-securing happens in pipeline

• works with one way communications

• not working with RMI/RPC
Sender

Sender companion

Receiver companion

Receiver
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Pipelined communication securing (2)

• with modern multi core processors

• multi threaded process template

• 1 thread prepares the message (receives and decyphers)

• 1 thread cyphers the message and sends it remotely 
(consumes the message)
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Green computing

• Forthcoming multi-core chips

• allow core-by-core switch-off (clock setup)

• Already possible

• switch-off blades / PEs in a cluster

• In a template: 

• figure out the number of machines needed 

• according to the performance mode of the template

• and the current measures on the application behaviour

• then dimension resources accordingly (+ and -, in case)
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Support mechanisms	

• in many core architectures

• clock per core 

• standby → low consumption → high performance 

• also

• core by core

• shutdown with insulation in case of fault

• currently being investigated 
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Sample (experimental) techniques

• @inproceedings{1356973,
 author = {Bergamaschi,, Reinaldo and Han,, Guoling and Buyuktosunoglu,, Alper and Patel,, Hiren and Nair,, Indira and 
Dittmann,, Gero and Janssen,, Geert and Dhanwada,, Nagu and Hu,, Zhigang and Bose,, Pradip and Darringer,, John},
title = {Exploring power management in multi-core systems},
booktitle = {ASP-DAC '08: Proceedings of the 2008 conference on Asia and South Pacific design automation},
year = {2008},
isbn = {978-1-4244-1922-7},
pages = {708--713},
location = {Seoul, Korea},
publisher = {IEEE Computer Society Press},
address = {Los Alamitos, CA, USA}
}
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Processor model
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The algorithm

discrete power 
mode algorithm

compared with
continuos model

 dynamic voltage and frequency scaling (DVFS)

MaxBIPS Algorithm
C. Isci, A. Buyuktosunoglu, C.-Y. Cher, P. Bose, and M. Martonosi, “An 
analysis of efficient multi-core global power management policies: max- 
imizing performance for a given power budget”. In Proceedings of the 

39th Annual International Symposium on Microarchitecure (MICRO’06), 
IEEE, pages 347-358, December 2006
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Experimental (simulation) results
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In perspective ... 

• CSX 700 (by Clearspeed 
technologies) 

• 192 cores 

• 96 GFLOPS (IEEE single/
double precision) 

• 10 WATTS
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Architecture
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Architecture
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Usage ... 



Complementi di Calcolo Parallelo - A.A. 2008-2009 - Templates - M. Danelutto

Usage (2)


